April 29, 2024

David A. Myklegard  
Deputy Federal Chief Information Officer  
Office of Management and Budget  
725 17th St., N.W.  
Washington, D.C. 20503

Christine J. Harada  
Senior Advisor  
Office of Federal Procurement Policy  
Office of Management and Budget  
725 17th St., N.W.  
Washington, D.C. 20503

Submitted electronically via [www.regulations.gov](http://www.regulations.gov)

Re: Request for Information: Responsible Procurement of Artificial Intelligence in Government

Dear Mr. Myklegard and Ms. Harada,

On behalf of The Leadership Conference on Civil and Human Rights (The Leadership Conference)\(^1\), its Center for Civil Rights and Technology, and the undersigned organizations, we write in response to the Office of Management and Budget’s (OMB) Request for Information: Responsible Procurement of Artificial Intelligence in Government, FR Doc. 2024-06547, filed: 3/28/2024. The Request for Information (RFI) seeks comments to help inform OMB’s development of “an initial means to ensure the responsible procurement of AI by Federal Agencies.” The RFI poses questions for response, including on the protection of privacy, civil rights, and civil liberties.

People who face discrimination based on race, ethnicity, national origin, religion, sex, sexual orientation, gender identity, income, immigration status, or disability are more likely to be harmed by automated systems and often lack the resources to respond to harms when they

---

\(^1\) The Leadership Conference is a coalition charged by its diverse membership of more than 250 national organizations to promote and protect the civil and human rights of all persons in the United States. Through its membership and its Media/Telecommunications Task Force, The Leadership Conference works to ensure that civil and human rights, equal opportunity, and democratic participation are at the center of communication, public education, and technology policy debates.
occur. These harms are well documented and span numerous sectors, including housing, employment, financial services and credit, insurance, public health and health care, education, public accommodations, government benefits and services, and policing.

The Leadership Conference, as a coalition and through the Center on Civil Rights and Technology, is actively engaged in policy development to ensure civil rights remains at the center of the development and use of new technologies, especially where those technologies are rights and safety impacting. The work of our federal agencies affects the lives of people every day. Ensuring that technologies procured by

---


agencies, including AI systems, procured by agencies work, is critical. Together with its AI Memo, OMB’s rules for responsible procurement of AI will be a significant step in ensuring AI is effectively governed across the federal government. Responsible AI procurement practices, including practices that focus on civil rights, are essential for maintaining public trust and ensuring efficient use of taxpayer funds. Accordingly, we agree with OMB’s focus on ensuring technology tools, including artificial intelligence (AI) systems, are consistent with our democratic values centered on civil rights and liberties and the protection of privacy. AI procured by federal agencies should behave safely and equitably. AI systems should not be biased or discriminate against individuals or traditionally marginalized groups and communities. AI systems should benefit, not harm, the public. We support OMB placing requirements to ensure that these core AI principles, as well as those embodied in the recent Memorandum, Advancing Governance, Innovation, and risk Management for Agency Use of Artificial Intelligence (AI M-Memo) and in Executive Order 14110, Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence (AI Executive Order), are followed.

It is critical that agencies and vendors understand the risks associated with the use of AI tools before the technology is acquired and put into use. To that end, OMB’s policy for the responsible procurement of AI in government must require that any AI system procured by a federal agency adhere to the requirements of OMB’s M-Memo and AI EO. In addition, the policy should cover the following areas so that the public is assured an AI system is trustworthy:

- Procurement assessment for federal contracting must have clear requirements of transparency about testing and performance with equity metrics to ensure safety.

- Companies providing AI systems to the federal government should be obligated to ensure clear accountability on the safe and equitable performance of the technologies being procured. They must be held accountable for how their systems function, including ensuring that their systems are not biased and are fit for their intended purpose.

- Vendors should be required to provide information to the procuring agency on the system’s capabilities and limitations, including information on the appropriate, as well as inappropriate, uses of the system.

- OMB should provide draft contract language, including data privacy protections, to federal agencies to use in procurement with suppliers of AI.

- OMB’s draft contract language should require vendors to provide appropriate access to data, models, and other relevant information to enable testing and evaluation of those systems.

- OMB’s procurement guidance should ensure that federal agencies procure AI systems that incorporate relevant standards, like the NIST Risk Management Framework, and other standards that NIST or others may develop to assess and evaluate AI for issues like bias.
Procurement Guidance Needs to Mitigate Harms
As we stated in our coalition’s comments on OMB’s M-Memo, agencies using an AI system must show those systems are safe, trustworthy, and enable rights-protecting outcomes before it is put into use. Consequently, those obligations should also apply to the vendors providing AI to an agency. The procurement guidance that OMB puts in place must build on the M-Memo and continue to center AI policy on equity and rights. As we noted:

“With the Memo, OMB is taking a significant step in ensuring AI is effectively managed throughout the Federal Government. New agency requirements and guidance for AI governance, innovation, and risk management, including through specific risk management practices for uses of AI that impact the rights and safety of the public are very necessary. While AI has the potential to improve operations and efficiency across the Federal Government, those outcomes will only be achieved if people impacted by those systems trust the decisions being made. The Memo provides actionable guidance to agencies setting out how to ensure the use of AI upholds our democratic values and earn that trust.”

OMB’s procurement guidance should protect the American public against existing and potential harms from AI, including threats to people’s rights, opportunities, jobs, economic well-being, and access to critical resources and services. Marginalized communities served by the different agencies across the federal government are those that bear the most risk from the use of untested and unsafe AI systems. People expect that risks associated with other regulated products will be identified, mitigated, and made known. Likewise, we expect that AI technology is safe and effective—i.e. that it works for everyone.

Building on Prior Policies
OMB’s procurement guidance must build on the measures this administration has already taken to begin the process of mitigating the risks of AI, including Executive Order 14091 (“Further Advancing Racial Equity and Support for Underserved Communities Through the Federal Government”), the AI Bill of Rights, NIST’s AI Risk Management Framework, the 2023 National AI Research and Development Strategic Plan, and the plan for the National AI Research Resource. Executive Order 14091, for example, instructs federal agencies to use all their available authorities to combat algorithmic discrimination. The National AI R&D Strategic Plan calls for investments in technical research to develop frameworks for accountability, fairness, privacy, and bias, as well as research to understand and mitigate the social and ethical risks. These efforts provide a strong basis for a national AI strategy that is centered on equity and civil rights.

In an August 4, 2023 letter to the White House, leading civil rights and civil society organizations said, “(F)ederal agencies funding, acquiring, or using an AI system have a responsibility to ensure that the system works and is fit for purpose.” The groups further stated that the federal government should not use AI systems unless they are shown to be effective and safe. No definition of safe and effective is meaningful unless it is explicit and clear that it includes being non-discriminatory and non-violative of

civil and human rights. Simply put, AI should work, and work for everyone. Therefore, protecting civil liberties and advancing equity should be at the center of OMB’s procurement policy in this area. The public should be protected against existing and potential harms from AI—including threats to people’s rights, opportunities, jobs, economic well-being, and access to critical resources and services.

**General Considerations**

In addressing the “lifecycle” of an AI system through its design, development, and deployment, there are key aspects to consider that can contribute to ensuring those systems are fair and equitable:

**Anti-bias expertise:** The vendor team should have the right skill sets, such as civil rights expertise, to mitigate bias in the AI system. This includes having a diverse workforce to develop and deploy the technology.

**Data governance and assessments:** Availability of relevant data is necessary for any AI system. Agencies should ensure that data governance mechanisms are in place at the start of the procurement process. Flaws and potential bias must be addressed before deploying the system in real life uses. Agencies should also determine whether and how data are shared with vendors.

**AI impact assessments to determine public benefit:** Agencies should define the public benefit goal use that an AI system is intended to achieve. That public benefit should be included in procurement documentation. The public benefit should be compliant with the principles of non-discrimination and equal treatment. Alternative solutions should also be considered during the process of evaluating the AI system. An initial impact assessment addressing the following areas should also be conducted:

- How the AI system meets needs and benefits the public.
- Human and socio-economic impacts.
- Data quality and the potential for inaccuracy or bias.
- Potential unintended consequences.

**Community engagement:** Early engagement with potentially impacted communities can help inform the process. Impacted communities include impacted work groups and their representative unions. Community engagement should be ongoing and iterative throughout the lifecycle of an AI system. Procurement guidance should also include the requirement to consider the languages of potentially impacted communities.

**Avoiding “black box: AI:** Explainability and interpretability of AI is important so agencies can best understand the system, identify risks, and determine whether the outcomes comply with civil rights.

**Technical and ethical limitations of AI deployment:** During the evaluations, vendors should identify areas of potential bias within their training data and measures taken to address that issue.

---

**AI lifecycle management**: Implementation plans, sustainable and ongoing evaluation methods, and feedback mechanisms are critical to ensure ethical use. Real-world deployment may reveal issues not apparent in the procurement process. Agencies should establish appropriate oversight mechanisms to allow scrutiny of AI systems throughout their lifecycle.

**Liability and risk**: Risks should be allocated to the parties best able to manage them. That may mean liability for certain areas rests with the agency, particularly around the use and application of the AI solution and in relation to data access. Liability can also rest with a vendor, including areas focused on technical aspects, security, and quality assurance.

In addition, agencies should require vendors to demonstrate the following key practices when providing AI systems to evaluate proposals:

- An internal AI ethics approach, with examples of how it has been applied to design, develop, and deploy AI solutions.
- Processes to ensure accountability of outcome of algorithms.
- Processes that will avoid unfair discriminatory outcomes and/or disparities for historically marginalized communities and individuals.
- Model testing under a range of conditions.
- Definitions of acceptable model performance.

Agencies must conduct due diligence to ensure that vendors have the appropriate capacity to provide information about the AI they are seeking to provide. Due diligence should help establish the accuracy, veracity, and credibility of a vendor’s proposal and will be useful in determining what other supporting documentation is needed. Agencies need to ensure that risks are identified, and that the vendor takes steps to mitigate those risks.

We appreciate that procurement policy needs to address which requirements should be placed on vendors and which requirements should be the responsibility of agencies. For example, it may be more suitable to require a vendor to conduct detailed testing and assessments of an AI system, rather than the agency that is seeking to procure the system. Regardless of who is responsible for specific requirements, when it comes to the use of AI systems, no system that is put in use should be biased or discriminatory. In addition, there should be incentives for the development of systems that are equitable or developed with a “benefits-driven” framework.

**Auditability**: Enable auditability by implementing process logs to gather data across modeling, training, testing, verifying, and implementing the system across the lifecycle.

**Model testing**: Testing a model on an ongoing basis is needed to show continued accuracy and avoid erroneous decisions that could negatively impact individuals. Contracts should establish how a model will be monitored once deployed.
Consider alternatives: Initial impact assessments, including potential risks, can help determine how to proceed. It is important for an agency to acquire AI systems that are narrowly tailored to the purpose that the agency seeks to address or to a specific articulable challenge an agency forecasts.

End-of-Life: Agencies should consider the end-of-life processes for an AI system.

Contractual Obligations
Agencies should incorporate clear and specific contractual obligations to mitigate the risks related to the deployment and use of AI. Agencies should:

- Define both the public benefit sought, as well as outline potential harm to be prevented and mitigated if they occur. Those harms should include consideration of bias, discrimination, privacy violations, safety concerns, and other adverse impacts.
- Define expected testing requirements for AI systems. Agencies should be involved in testing to ensure usability, fairness, and safety outcomes are consistent with the desired outcomes and the administration’s AI policies.
- Use third-party audits to verify vendor compliance.
- Require vendors to promptly report any identified AI harms related to the system provided.
- Establish procedures for reporting and escalating AI harm incidents.
- Ensure that government personnel receive adequate training on using AI systems so they can understand the safety aspects and potential risks.
- Set performance benchmarks related to AI harm mitigation, including penalties, termination of the contract, or legal action.

To minimize risks, vendors should be required to:

- Conduct a risk assessment specific to the AI being provided. Based on that assessment, the vendor should develop a risk mitigation plan to address identified risks, including bias, privacy, and unintended consequences. Risk assessments should be conducted prior to deploying AI systems.
- Ensure that the AI system’s decision-making process is transparent and explainable. “Black box” algorithms, including proprietary models, should be accompanied by clear documentation that explains how their AI models work. That documentation should include a description of the system’s capabilities and limitations.
- Securely protect data, including storage, transmission, and access.
- Address bias in the AI, including conducting regular audits and fairness assessments to identify and rectify bias.
- Validate testing models, including against diverse datasets.
- Be accountable for the performance and outcomes of the AI systems. If harm is found, the vendor should assist the agency in investigating and taking corrective action.
- Establish monitoring mechanisms to detect issues, including unintended consequences. Vendors should also establish a process to provide regular reports on system performance, including any incidents.
● Provide user manuals that cover AI system operation, risks, and mitigation strategies.

**Conclusion**

We appreciate this opportunity to comment on procurement guidance, which, building on OMB’s M-Memo, should provide a roadmap for a practical and actionable approach to identify, measure, and mitigate harms before AI is put into use, as well as to evaluate existing systems. As we have stated before:

“For the use of AI to be successful, agencies must ensure that the benefits and risks of AI are considered early on and throughout the AI lifecycle, through design, development, and deployment. Before procuring or using an AI system, an agency should understand its limitations, recognize its intended uses as well as potential misuses, consider how to ensure the AI works for the people, and prevent harm.”

Without clear guidance on how to ensure accountability, transparency, and explainability, agencies will fail to ensure oversight of algorithmic decision-making and facilitate risk of harm. Moreover, given that federal government procurement rules and purchasing practices often have a strong influence on markets, well-crafted procurement guidance can help set a baseline for responsible AI use. OMB guidance will set expectations for government use of AI and is necessary to align use of AI systems with the stated policy goals of fairness and equity.

Thank you for your consideration of our concerns and views. Please direct any questions about these comments to Koustubh “K.J.” Bagchi, vice president of the Center for Civil Rights and Technology at The Leadership Conference, at bagchi@civilrights.org or Frank Torres, privacy and AI fellow at The Leadership Conference, at torres@civilrights.org.

Sincerely,

The Leadership Conference on Civil and Human Rights
Access Now
Asian Americans Advancing Justice – AAJC
Communications Workers of America
National Consumer Law Center (on behalf of its low-income clients)
NETWORK Lobby for Catholic Social Justice
The Trevor Project
United Church of Christ Media Justice Ministry